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Foreword
The sexual exploitation and abuse of children is a global health crisis — 
one that governments and institutions around the world are increasingly 
recognising and addressing. But while progress is being made, it is not nearly 
fast enough. The world has mobilised before to prevent harm on this scale,  
as with Covid-19 and HIV/AIDS. We must do so again with urgency, because 
this pandemic is not inevitable — it is preventable.

Our latest Searchlight report into the nature of the crisis underscores the 
need for urgent action, shining a light on the financial networks that fuel child 
sexual exploitation and abuse (CSEA). The theme — who benefits? — asks a 
critical question: who is making money from this vile trade? The answer is 
as disturbing as it is clear. Organised crime groups profit, of course, but so 
do mainstream technology companies. Our research shows that advertising 
revenue increases when platforms attract high volumes of traffic, including 
traffic generated by offenders engaging in CSEA. The exploitation of children is 
not just an atrocity — it is an industry, generating billions of dollars in profits. 

Other findings are equally sobering. Offenders are evolving, adapting and 
exploiting gaps in legislation and regulations. They groom single parents via 
dating apps to access their children. They target displaced children in conflict 
zones like Ukraine. And they trade images using sophisticated payment 
methods, including cryptocurrencies, to evade detection. We found that in 
these criminal enterprises, a child’s worth is sometimes measured in mere 
pennies — the price of their suffering at the hands of an online predator.  
This is a market, structured and profitable, designed to generate revenue off 
the backs of vulnerable children. But markets can be disrupted, and that is 
where change must begin.
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Searchlight, which complements our global index on the scale of CSEA, 
not only exposes these crimes: it provides solutions. It sets out how law 
enforcement and financial institutions can use telltale digital breadcrumbs 
to track and dismantle CSEA networks. Tech companies must be held 
accountable, pro-actively detect and remove child sexual abuse material 
(CSAM), and make more effective use of tried and tested tools, like blocklists, 
to shut down access to CSAM. Policymakers must act decisively, as the UK  
has begun to do, by criminalising AI-generated CSAM and banning  
so-called ‘how-to’ manuals for paedophiles. But much more must be done. 
We cannot afford to be complacent. This is not a problem to react to —  
it is one to prevent. Governments, businesses and communities must shift 
to a prevention-focused approach that stops CSEA before it begins, saving 
children from irreversible harm rather than scrambling to deal with the awful 
consequences.

Progress is possible. Prevention is possible. The world has eradicated 
diseases, tackled pandemics, and fought back against organised crime before. 
We must do the same here. The cost of inaction is the suffering of millions. 
And children can’t wait.

 Paul Stanfield 
 Childlight CEO 
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Child sexual exploitation and abuse (CSEA) is prevalent 
in every country where it is measured and should be 
treated as a global public health emergency. 

To better understand the nature of this crisis and help 
prevent it, Childlight has created the Searchlight series 
— a collection of innovative and timely studies published 
every two years, each exploring a different aspect of the 
problem. This series builds on Into the Light, our global 
index which measures the prevalence and magnitude of 
CSEA worldwide. 

Since our launch in 2023, our research has uncovered 
troubling gaps in our understanding of how CSEA works, 
especially when it comes to the financial forces behind it. 
This report helps fill those gaps, shedding light on how 
perpetrators and organisations make money from the 
abuse of children. By exposing these hidden networks 
and dynamics, we hope to pave the way for stronger 
interventions and justice for victims.

In tackling the crucial question: Who benefits from CSEA? 
the 2025 edition of Searchlight presents eight new studies, 
focusing on three key areas — profitability, hidden at-risk 
populations, and accountability. The following summary 
describes each area and why it matters.

Introduction 
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Profitability: How do people make money from CSEA?
CSEA is not just a crime; it’s a profitable business for many. In this part, we explore 
how individuals and organisations are making money from the exploitation of 
children. Three new studies dive deep into the financial side of CSEA:

Clicks for cash: The multi-billion-dollar exploitation of children. 
A rapid review of the economy of technology-facilitated child 
sexual exploitation and abuse (TF-CSEA)

Where does the money flow? An exploratory study on the 
financial structures of organised crime linked to child sexual 
exploitation 

Following the money: Examining online financial behaviour to 
detect child sexual exploitation

These studies expose the industries, financial systems and criminals who profit 
from CSEA. By understanding how the money flows, we can disrupt these financial 
networks and prevent further harm.

Hidden at-risk populations
Some of the most at-risk groups and settings are less studied, yet they may 
experience CSEA. This part explores two under-researched areas:

Swipe wrong: How sex offenders target single parents on 
dating apps to exploit their children

Hidden casualties of war:  
CSAM possession during humanitarian crises

These studies reveal how emerging trends — like the misuse of dating apps to target 
parents or how humanitarian crises create hotspots for child sexual abuse material 
(CSAM) — are contributing to the global spread of CSEA. The key takeaway is that a 
one size fits all approach will not work. Prevention efforts must be tailored to these 
unique, evolving contexts. Our research offers concrete recommendations on how 
to address these complex, hidden drivers of abuse.
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Accountability: Who is holding perpetrators and 
systems to account?
We know that laws and regulations often fail to keep up with the ever-evolving 
nature of CSEA. Some perpetrators slip through the cracks, and even when they’re 
caught, justice isn’t always served. In this part, we explore how different systems 
around the world are holding — or failing to hold — people accountable. The three 
studies in this part are:

Legal challenges in tackling AI-generated CSAM across the UK, 
USA, Canada, Australia and New Zealand: Who is accountable 
according to the law?

Unmasking exploitation: Study of Supreme Court cases reveals 
changing landscape of CSEA in the Philippines

Access denied: How blocklists are thwarting attempts to view 
CSAM

These studies highlight serious gaps, especially when it comes to new technologies 
like AI and the changing nature of abuse. However, there are also promising 
examples of success to build upon. For instance, blocking websites before 
perpetrators can access them is a strategy that’s proven to reduce the spread of 
child sexual abuse material, showing that we can make a real difference.

Why this matters
At Childlight, our mission is simple, but urgent: to protect every child from sexual 
exploitation and abuse. Understanding who benefits from CSEA financially, directly 
and indirectly, is essential to disrupt these perpetrators and the services profiting 
from children’s suffering. By identifying the drivers of this illegal trade, we can begin 
to break the cycle of abuse.

The findings in this report show us where the biggest gaps are, what’s working in 
the fight against CSEA, and where we need to take action. Now, it is time to move 
beyond the data. We must demand justice and the accountability of those who 
profit from the suffering of children, because children cannot wait. 
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PART 1. 
PROFITABILITY
The exploitation and abuse of children is 
not only a crime, but a highly profitable 
industry, with offenders and organisations 
generating substantial revenue from 
abuse. This section explores the financial 
dimensions of child sexual exploitation and 
abuse (CSEA), examining how individuals 
and entities monetise harm through 
online platforms, financial transactions 
and organised criminal networks. Through 
insights from three new studies, we 
uncover the economic drivers behind 
CSEA, from financial sexual extortion to 
the commodification of child sexual abuse 
materials. Understanding these financial 
mechanisms is crucial to disrupting illicit 
profit flows, holding enablers accountable, 
and developing stronger safeguards to 
prevent further exploitation.



Study A: Clicks for cash: The multi- 
billion-dollar exploitation of children. 
A rapid review of the economy of 
technology-facilitated child sexual 
exploitation and abuse (TF-CSEA) 

Introduction
Technology-facilitated child sexual exploitation and abuse (TF-CSEA) causes harm 
to its victims physically, emotionally and mentally, as well as financially. Applying a 
framework that looks at commercial determinants of health (Friel et al., 2023), we 
examine the financial and social economy of TF-CSEA. We review how societal norms 
have evolved to a point where profit extraction from the online abuse of children 
in all forms is overlooked due to the financial gain for companies and offenders 
(Schulz, 2018). 

Methodology
The following is a rapid review of both academic and grey literature pertaining to 
how offenders sexually abuse children through the medium of technology. This 
review looked at 20 publications across multiple disciplines, including big data 
reports, systematic reviews, discussion papers and qualitative studies. These reports 
largely focused on global subjects. However, some provided country-specific data 
from the United Kingdom, United States, India and the Philippines.

The review found that the profitability is largely split into three economies, based 
on the type of abuse and the technology it employs. These economies have grown 
so large that they are now estimated to represent a multi-billion-dollar industry. 
There are also signs of the behaviour being normalised outside of its financial gain, 
with children starting to exhibit similar behaviours in the push to create and collect 
sexual content of their peers.
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Research findings
The commodification of children involves the sale of child sexual abuse content 
(Acar, 2017; Malby et al., 2015), whether live or recorded, in addition to the threat 
of distribution of content by means of financial sexual extortion (C3P, 2022; ARU & 
IWF, 2024). In this way offenders have created concurrent economies, both of which 
victimise children and generate profit for the perpetrator from the abuse of the child. 
By utilising their networks on technology-facilitated spaces, offenders have created 
an economy for the sale and generation of child sexual abuse material (CSAM) that 
exists on both the Dark Web, the hidden part of the internet, and the clear web, which 
anyone can easily access using mainstream search engines. At the same time, they 
have found a way to monetise the private sexual images of children who have been 
sexually exploited by having children pay for their content not to be shared. These all 
have the same outcome: profit for the offender and for the systems that they use.

Financial sexual extortion economy

One way in which offenders have created an economy for TF-CSEA is through 
financial sexual extortion, a victimisation scheme in which children and their families 
are the target of threats to share the sexual content of a child if they do not comply 
with monetary demands. One study found that, in some cases, there are recurring 
threats, even after the family has complied with the demands. To put this in context 
in terms of the magnitude and frequency of threats for payment that is being 
requested, the recently published Into the Light Index found that 3.5% of children 
globally had experienced sexual extortion in the last year, with 4.7% of children 
experiencing this at some time during their childhood (Fry et al., 2025). The global 
organisations that receive reports of TF-CSEA have also seen significant numbers 
of victims experiencing this crime. The Canadian Centre for Child Protection (C3P) 
received more than 2,600 reports of sexual extortion between September 2023 and 
April 2024 (C3P, 2024), the Internet Watch Foundation (IWF) received 176 in 2023 
(IWF, 2023), and the National Centre for Missing and Exploited Children (NCMEC) 
received 26,718 reports also in 2023 (Vaughan, 2024). The numbers all point to the 
business of financial sexual extortion harming children across the world, regardless 
of their location.

Financial sexual extortion has created an economy out of the exploitation of 
children — and the financial gains not only accrue to the offender. By involving and 
misusing commercial enterprises, such as electronic service providers (social media, 
messaging apps and video call services) and online payment systems (money transfer 
services, cryptocurrency and online banking), these institutions become facilitators 
of the exploitation. Hence, these platforms play a role in the sexual exploitation and 
abuse that occurs on their services — services which have evolved to suit users — and 
by doing so they facilitate and enable the abuse to occur (Malby et al., 2015). 
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Of the more than 26,000 reports received by NCMEC concerning financial sexual 
extortion in 2023, the majority were directly reported by electronic service 
providers, which are mandated to report this type of crime on their platform; this 
may point to an awareness and acknowledgment of the part their platforms play. 
In one study (C3P, 2022), it was found that an overwhelming proportion of people 
experiencing financial sexual extortion were requested to pay their extorters 
through one particular online payment and money transfer service that does not 
require the sharing of bank details directly. Due to the fee structure of payments, 
this provided the company with a direct financial gain.

Social media platforms benefit financially as well, with increased content shared 
and generated on their platforms, increasing their use overall (Meggyesfalvi, 2024). 
According to Statista, spending by advertisers on social media platforms was 
approximately USD 116 billion in 2021, with projections from the World Advertising 
Research Centre that this will surpass USD 247 billion in 2024 (Statista, 2024; World 
Advertising Research Centre, 2024). As advertising is linked to the number of 
platform users, social media companies can make more money as more people use 
their platforms, including for purposes linked to the sexual exploitation and abuse of 
children. As a result, there is a financial gain for these sectors and for the offenders, 
which could be seen as a disincentive to regulate such activities, as this could impact 
negatively on advertising revenue. There are disincentives for protective regulation, 
as full operating costs are borne by the platform providers (Malby et al., 2015).

Beyond these streams, this crime has spawned the creation of fee-based companies 
that provide cybersecurity and reputation management services to victims to 
combat the offending extorters. These fees are often paid upfront and can amount 
to thousands of dollars. This only further commodifies the sexual abuse content of 
children by forcing them to pay for a solution to the crime of exploitation committed 
against them (C3P, 2022).

Technology with too 
few regulations has 
turned child sexual 
abuse into a highly 
lucrative industry.
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CSAM sharing economy

Offenders not only profit off the threat of sharing and the facilitation of TF-CSEA, but 
there is also a market for the sale of child sexual abuse, both recorded and streamed. 
Livestreaming and CSAM by request are two methods in which child sexual abuse 
material turns children into a commodity. One review noted that CSAM, especially 
new and offender-specified CSAM, is seen as collectable. There is also an appetite for 
known child sexual abuse material or abuse material on specific children.

Offenders will use technology-facilitated networking platforms to share memes or 
advertisements, which alert others to the availability of child sexual abuse content in 
exchange for payment or, in some cases, even about a child who can be targeted for 
sexual abuse (NCMEC, 2017; Ramiro et al., 2019). This advertisement of the sexual 
abuse material helps to further the representation of children as a commodity 
available for purchase (Roos, 2014). One video file of on-demand child sexual abuse 
can cost USD 1,200 (Malby et al., 2015), with the whole CSAM sharing criminal 
economy estimated to reach multiple billions of dollars annually (Acar, 2017).

Worryingly, this culture of collection is also appearing in the sexual behaviour of 
children with one another (ARU & IWF, 2024). In a joint project conducted in the 
United Kingdom, female youth described feeling pressured to send nude images, 
while male youth felt pressure to collect and distribute the sexual images to achieve 
higher social value (Reeves, 2023). Children reported using technology-facilitated 
sharing of intimate content as a means to explore and understand sexuality, which 
may provide a skewed version of sexuality that promotes the commodification of 
sexual expression (ARU & IWF, 2024).

Livestreaming economy

The livestreaming of child sexual abuse, web-cam child exploitation and on-demand 
child sexual abuse material is an economy that provides remuneration to those it 
victimises as an incentive. In certain contexts, this becomes a means of financial 
independence or even livelihood. Children may be enticed to take photos of 
themselves to sell themselves or to connect in person with an offender to have their 
sexual abuse/exploitation recorded. Children have reported being paid USD 300 for 
300 photos, in other circumstances they are provided with gift cards, material gifts  
or other items that they may not be able to purchase themselves (NCMEC, 2017).  
Girls are more likely to be offered these gifts and are subject to more sexualised 
discourse around their sexual exploitation (ARU & IWF, 2024). 

In certain circumstances this is viewed as a line of work, which is passed down through 
generations (Ramiro et al., 2019). In some communities, children are simply being advised 
on how to self-produce sexual exploitation material to make money (Meggyesfalvi, 
2024). Platforms like Omegle were misused as a place where children could be 
exploited and coerced into distributing their content for money (Meggyesfalvi, 2024). 
To demonstrate the magnitude of requests and pressure put on children, Terre Des 
Hommes developed a 3-D online model of a child, which garnered over 1,000 offers of 
financial compensation in exchange for performing sexual acts in 10 weeks (Acar, 2017).
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Conclusion and recommendations

The way in which companies are profiting from the sexual abuse and exploitation of 
children needs to be addressed. This will take changes to laws and regulations, as 
well as creating a financial penalty for non-compliance. This has started to occur in 
many locations in the European Union, United Kingdom and Australia. However, as 
the internet and connections via technology are global, this requires a more unified 
and global response to ensure that all children are protected. Creating a standard 
fine system would help to address the current imbalance, in which there is 
no financial consequence for the role that companies play in facilitating and 
perpetuating the abuse.

In addition, the inclusion of TF-CSEA and its harm must be continued in 
internet safety discussions with young people, either through schools or 
awareness campaigns. The use of technology to explore sexuality is the norm,  
but that does not mean that the acceptance of collecting sexual images of peers  
or feeling pressured to send them is also a part of that norm. 

The relationship between the benefit to the offender and the cost to the victim 
shows that when offenders profit it is at the expense of the child. This problem 
goes beyond the individual platforms and involves internet service providers (Salter 
& Solokov, 2024) as well as app stores where the social media and messaging 
platforms are first made available (Prakash et al. 2021). There needs to be greater 
regulation across all sectors involved, not just a focus on social media and 
messaging applications. 

It is only through identifying all of the entities that play a role in the exploitation 
and abuse of children that we can hope to stop it from occurring through the use 
of technology. This requires specific legislative and regulatory powers to be 
provided to government and oversight bodies to mandate sectors such as 
app stores and internet service providers to use all the safety tools available. 
These tools, which should be standard, such as photo matching, age assurance 
and moderation/response teams, are already a part of many social media and 
messaging services. 

As more online safety-specific legislation is currently being enacted or drafted 
globally, it is an opportune moment to include such requirements. Sexual extortion, 
specifically, is a form of sexual exploitation that benefited from the Covid-19 
pandemic, with technology facilitating the abuse across distance (Europol, 2020). 
In the end, however, it is the victims and their families who bear the cost of this 
system, no matter the perceived benefit, as both financial and non-financial costs 
are borne by the victims.
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Introduction
This scoping review represents the first comprehensive examination of the economic 
and financial structures of serious crime organisations (SCOs) linked to child sexual 
exploitation (CSE). By synthesising academic and grey literature published between 
2014 and 2024, alongside expert interviews conducted in Colombia, South America, 
this research provides crucial insights into the financial features, transactional 
characteristics, and supply-demand dynamics that fuel this illicit market. The study 
aims to inform criminal investigations and policy development by illuminating the 
operational economic patterns of SCOs engaged in CSE. The findings reveal the 
diverse structures of these organisations, ranging from small, localised groups to 
sophisticated transnational networks. The study also highlights the prevalence of 
business-like models employed by SCOs, their interconnectedness with other illicit 
markets, the preference for types of transactions that prioritise anonymity, the 
supply and demand influencing factors, and the critical need for a comprehensive, 
preventative approach to combatting CSE. 

Methodology
This analysis draws upon a detailed examination of 20 studies selected from 
an initial pool of 784 documents (528 academic articles and 256 grey literature 
documents), identified through a systematic search of relevant databases. The 
selection process involved a thorough screening of titles and abstracts, followed by 
an in-depth review of the full text of potentially relevant publications. To enrich the 
analysis and provide a deeper perspective on the phenomenon, 11 expert interviews 
were conducted in Colombia. Interviewees were selected based on their knowledge 
and experience investigating CSE in the country. The distribution is as follows: 
seven criminal investigators, one non-governmental organisation (NGO) expert 
specialising in CSE victim support, two former INTERPOL international police officers, 
and a prosecutor. The integration of these diverse perspectives provides a robust 
understanding of the complex operations of criminal organisations engaged in CSE. 

Study B: Where does the money 
flow? An exploratory study 
on the financial structures of 
organised crime linked to child 
sexual exploitation 
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Research findings

Corporate operational models in CSE

The structures of SCOs involved in CSE demonstrate considerable variability, 
ranging from small gangs to complex transnational networks (Kara, 2017; Taylor, 
2019; Aronowitz & Veldhuizen, 2021). Additionally, SCOs frequently adopt business-
like operational models, mirroring legitimate enterprises in terms of their focus 
on maximising profits and minimising costs (Krylova & Shelley, 2023; Aronowitz & 
Veldhuizen, 2021; Meyer, 2018; Demarest, 2015). These models often incorporate 
strategies related to recruitment, marketing, market segmentation, and financial 
management (Meyer, 2018; ECPAT, 2016; Hopkins et al., 2024; Palacios, 2022; 
Krylova & Shelley, 2023). The specific model used can be influenced by the cultural 
context and specific criminal group involved (Krylova & Shelley, 2023; Lugo, 2020; 
Palacios, 2022). 

The literature also indicates that this business is characterised by low risk and 
exorbitant profits (Demarest, 2015; Lugo, 2020; Kara, 2017), despite the lack of 
reliable estimates regarding its overall market size. Estimates of the number of CSE 
victims vary widely, ranging from 945,000 to 12 million children (Miller-Perrin & 
Wurtele, 2017; Lasonder & Fiander, 2024). These discrepancies arise from differing 
definitions and methodologies, which hinder the production of accurate data on  
the phenomenon. In the digital realm, the Into the Light Index estimates that 
over 300 million children under 18 have experienced online sexual abuse and 
exploitation within the past year (Fry et al. 2024), underscoring the alarming scale 
and urgency of this issue. 

Networks prioritise 
cash transactions and 
anonymous payment 
methods, making it 
difficult to trace their 
operations. 
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Analogous to that identified by Taylor (2018) in the United Kingdom, expert 
interviews in Colombia revealed a predominance of small, locally-operating 
organisations, typically comprising 3–5 individuals, with no apparent connections to 
larger transnational networks. The leaders of these organisations often have past 
involvement in sexual work and distribute responsibilities following a corporate 
structure, with defined roles such as recruitment, transportation, provision of 
locations, and control of victims. By delving deeper into this topic, experts indicated 
that the transnational trafficking of children for sexual exploitation is not highly 
prevalent due to strict border controls increasing the risk of apprehension. 

Links with drug and trafficking markets 

Another finding is the potential link between CSE and other illicit markets, such as 
drug trafficking and human trafficking (Palacios, 2022; Kara, 2017; Krylova & Shelley, 
2023). These connections may be due to the absolute dominance of a criminal 
group in a region, so that it appropriates all existing legal and illegal activities, 
or because groups seek to diversify their operations and markets. Nonetheless, 
expert interviews conducted in Colombia revealed a notable absence of direct 
links between SCOs involved in CSE and other illicit markets, potentially reflecting 
specialisation within criminal niches.

Transaction methods and challenges to traceability 

The transactions associated with CSE display substantial variation, depending 
on factors like the type of service, frequency, duration, victim’s age and sexual 
experience, and the channel employed (ECPAT, 2016; Rai & Rai, 2021; Brown et al., 
2022). For example, in Asia, perpetrators pay amounts ranging from USD 300 to 
USD 500 for sexual encounters with girls who have never had sexual intercourse 
before, but the price declines as the girls become more experienced (ECPAT, 2016). 
In Colombia, expert interviews indicated that the value of the abusive encounters 
could range from 200,000 pesos (USD 45) to 3,000,000 pesos (USD 669), depending 
on the profile of the victim and the perpetrator, with higher amounts paid by foreign 
individuals. Of the value of these encounters, the victim usually receives between 
30% and 60%.

The predominant mode of transaction in these instances is cash, supplemented by 
the occasional use of mobile virtual wallets and bank transfers. This observation 
is consistent with the findings of Roche et al. (2023), who document the continued 
reliance on cash in physical encounters. This reliance potentially indicates 
a preference for anonymity and the reduced traceability afforded by cash 
transactions. 
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For the distribution and consumption of virtual abusive material, criminals use 
diverse payment methods to facilitate their operations and avoid detection, 
including currency remittance platforms, prepaid cards, and cryptocurrencies 
(Celiksoy et al., 2023; Hopkins et al., 2024; Roche et al., 2023; Krylova & Shelley, 
2023). The channels through which perpetrators access the material include forums 
and specialised Dark Web sites, but also abusive livestream sites (Alianza Global 
WeProtect, 2021; Celiksoy et al., 2023; Van der Bruggen & Blokland, 2021). According 
to a report by WeProtect Global Alliance (2021), there are more than 3,000,000 
accounts registered on the top 10 most harmful child sexual abuse sites on the Dark 
Web. Interviews in Colombia revealed that criminal groups often geo-block online 
content within the country where the exploitation occurs, restricting access in order 
to make it difficult for authorities to investigate.

It happens through specialised webcam sites. 
We face challenges with these platforms 
because, as you know, they operate using 
servers, which makes it easy for those managing 
these sites to display a child in another country, 
rendering them invisible in Colombia. Therefore, 
unless the information comes directly from 
a victim or a witness, detecting that this is 
happening becomes very difficult. 

(Personal communication,  
semi structured interview 19092024, 2024)

Supply and demand dynamics 

Demand for CSE is primarily concentrated among adult men and is driven by 
factors such as anonymity, perceived low cost, and the expectation of impunity in 
certain regions or countries (Demarest, 2015; Kara, 2017). According to Kara (2017), 
around 6% to 9% of males globally aged over eighteen engage in sexual exploitation 
with trafficked persons at some point each year. These factors contribute to the 
perpetuation of the market and emphasise the need for demand-reduction strategies. 
In Colombia, expert interviews highlighted a correlation between CSE and tourism, 
with higher prevalence reported in tourist areas such as Cartagena and Medellín.

❛❛
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The CSE victimisation risk is fuelled by the adverse conditions of children and 
adolescents, particularly those facing poverty, marginalisation, conflict, or 
displacement (Meyer, 2018; Rai & Rai, 2021; Wurtele, 2017; Lugo, 2020; Kara, 2017; 
Krylova & Shelley, 2023; Williams et al., 2021). These conditions create opportunities 
for exploitation and highlight the need for preventative measures. In Colombia, 
most of the victims are exploited through the desire for better living conditions and 
many without self-identifying as victims. This lack of self-identification, coupled with 
Colombia’s age of consent being 14, significantly complicates prosecution. 

Tourists assume that [having sex with a 14-year- 
old child] is normal, that it is allowed because 
it was negotiated from abroad. They talk about 
it in a relaxed way [...] the issue of the age of 
consent. These people come  [mis-]informed 
that in Colombia, a person who is over 14 years 
old can have consented sexual relations [...]. 

(Personal communication,  
semi structured interview 30102024, 2024) 

Conclusion and recommendations

This study represents the first comprehensive analysis of the economic and financial 
structures underpinning CSE globally. However, numerous further investigations, 
focusing on the specific dynamics in individual countries and regions, are crucial 
for developing effective interventions to combat it. The findings reveal that CSE is 
often perpetrated through sophisticated business models designed to maximise 
profits and minimise costs. This underscores the need for law enforcement 
and policymakers to adopt a business-oriented lens when confronting these 
crimes. The approach must target both the supply and demand sides of this illicit 
market, addressing the underlying factors that drive individuals to seek out CSE, 
while simultaneously tackling the conditions that leave children susceptible to 
exploitation. 

❛❛
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Based on the findings of this study, the following recommendations are made: 

Recommendation 1. Further research is needed to examine the economic and 
financial structures of SCOs involved in CSE in countries with the highest prevalence 
of CSE. Each case may present specific characteristics that were not addressed in 
this general review, but in all cases authorities should be encouraged to ‘follow  
the money’. 

Recommendation 2. It is essential to increase the age of sexual consent in 
Colombia. The current age of sexual consent is 14 years, which prevents the 
prosecution of this crime.

Recommendation 3. A thorough evaluation is recommended to determine 
whether investigations into cases of CSE are overly focused on local and isolated 
networks, potentially neglecting transnational networks that operate with greater 
sophistication. An economic analysis is advised to assess the perceived costs and 
benefits associated with different forms of CSE. This analysis could help identify 
modifiable determinants that reduce market demand or supply. 

Recommendation 4. In some regions with a high prevalence of violence, 
collaboration among various crime investigation units is necessary to explore 
possible connections between CSE and other illicit markets, such as narcotrafficking. 
If such links are identified, it will be crucial to launch coordinated efforts to analyse 
the organisational context and structure of these networks. 

Recommendation 5. A multidisciplinary and holistic approach to the prevention, 
investigation, and prosecution of CSE is necessary to address the complex economic 
structures it may present. This requires sharing lessons learnt and experiences from 
other countries and carrying out specialised interagency training that considers the 
underlying factors of the phenomenon.

Limitations
This study has certain limitations that warrant consideration when interpreting the 
findings. Firstly, the sample is limited to a small set of countries where the economic 
and financial networks of serious crime organisations linked to CSE have been formally 
investigated. Furthermore, the identified studies employ diverse methodological 
approaches, samples, and objectives. Consequently, the results presented here should 
be considered suggestive, highlighting potential avenues for future research and deeper 
exploration, and are specifically attributable to the countries included in the sample. 
Secondly, the interviews were primarily conducted with criminal experts in Colombia, 
South America. While efforts were made to corroborate this information with other key 
stakeholders, the responses may be influenced by the predominantly law enforcement 
perspective of our experts. Although not strictly a limitation, this potential bias should 
be acknowledged when interpreting the results.
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Study C: Following the money: 
Examining online financial 
behaviour to detect child sexual 
exploitation

Introduction
This is the first study to explore how online financial behaviour may indicate 
involvement with child sexual exploitation and abuse. A survey of almost 5,000 men 
in Australia, the United States of America (USA) and the United Kingdom (UK) found 
specific spending patterns among men who had sexual feelings towards children 
and those who had committed offences against children. Their online shopping, 
use of cryptocurrency, and other financial behaviour can help inform the efforts to 
detect child sex offenders. These findings are part of a larger context. According to 
The 2024 Crypto Crime Report by Chainalysis, child sexual abuse material (CSAM) 
“is an understudied part of the crypto crime ecosystem”, highlighting evidence that 
“virtual currency is the dominant choice for buyers and sellers of commercial child 
sexual abuse content” (Chainalysis, 2024).

Methodology
This study explored the connection between online behaviours and economic 
activities and men’s sexual feelings towards and offences against children. Data was 
collected from 4,918 men in Australia, the UK, and the USA, with participants divided 
into three groups:

No sexual feelings towards or offences committed against 
children (77.5% of participants)

Sexual feelings only towards children (11.5% of participants)

Committed sexual offences against children (11.0% of 
participants)
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The results are shown using odds ratios (ORs) and with a 95% confidence interval (CI).  
The OR shows how likely an event is to happen in one group compared to another 
group. The 95% CI is a range of numbers that shows where the true result is 
expected to fall 95% of the time if the study was repeated. If the range does not 
include 1.0, it means there is a significant difference between the groups. If the range 
does include 1.0, there is no clear evidence of a difference between the groups.

Research findings
The study looked at four areas of online spending to understand potential financial 
patterns associated with sexual feelings or offences towards children: online 
economic activities, cryptocurrency ownership and use, purchasing sexual content 
online, and being approached online by someone selling sexual services.

Online economic activities

Men in both the sexual feelings and offending groups had a higher likelihood of more 
frequent engagement in online activities, such as online shopping, online dating, and 
online gaming, compared to men with no sexual feelings or offences against children.

Online shopping: Those with sexual feelings towards children 
were 1.65 times more likely to shop online more often, while 
offenders were 2.09 times more likely to shop online more 
frequently, compared to other men.

Online dating subscriptions: Men with sexual feelings towards 
children were 2.48 times more likely to use online dating sites 
more often, while offenders were 3.84 times more likely to use 
online dating sites more often, compared to other men.

Online gaming: Men with sexual feelings towards children or 
who offended against children were 1.72 and 1.89 times more 
likely to play online games more frequently than other men.
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Figure 1: Odds of online economic activity frequency
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Figure 2: Odds of owning and using cryptocurrency
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Approached online by someone exchanging their sexual abuse 
for money or other material gains

Men with sexual feelings towards children were 3.42 times more likely to be 
approached by a child exchanging their sexual abuse for money or other material 
gains, but showed no increase in the likelihood of approaches from adults. In 
contrast, offenders were 3 times more likely to be approached by adults and nearly 
14 times more likely to be approached by children trading their sexual abuse.1 

1 Our survey asked about children “selling sexual services” to aid participant 
understanding. However, Childlight views the purchase of sexual services from a 
child as sexual exploitation in all circumstances.

Figure 3: Odds of purchasing sexual content online
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Conclusion and recommendations

Men who have sexual feelings toward children or who have committed sexual 
offences against children engage more frequently in certain online activities, like 
online shopping, dating, and gaming. They are also more likely to own and use 
cryptocurrency, with offenders having particularly high usage. Buying sexual content 
online is common among these groups, especially offenders. A significant risk factor 
for offending is being approached by someone offering sexual services (adults) 
or exchanging their sexual abuse for money or material gain (children). These 
online spending patterns could be a red flag to assist financial institutions and law 
enforcement in tracking child sex offenders.

These findings underscore that specific online financial behaviours, such as 
increased cryptocurrency use and frequent purchases of explicit content, can 
indicate potential for offending. For financial institutions and law enforcement, 
monitoring such patterns provides opportunities to identify and disrupt offending 
behaviours before harm occurs.

Recommendations for prevention include:

Recommendation 1. Expand financial monitoring. Many financial institutions are 
currently proactively seeking to detect payments associated with specific forms of 
offending against children such as livestreaming of sexual abuse or travelling for 
sex offending. However, the financial patterns associated with offending in this 
study suggest that detection processes could be sensitised to a broader array of 
suspicious transactions linked to offending risk. 

Recommendation 2. Share information. The findings of the study point to cross-
platform patterns of economic behaviour associated with child sexual exploitation 
and abuse offending across a range of services, including online shopping, dating, 
and gaming, cryptocurrency, and pornography. Enhanced information sharing 
between law enforcement, technology companies and financial institutions is critical 
to detecting these patterns and disrupting or intervening early in offending. 

Limitations
The study has several limitations. Participants were recruited through an online 
survey panel company, which may affect the generalisability of the findings. 
Additionally, because the study relies on self-reported data, there is a potential 
for social desirability bias due to the sensitive nature of the questions. Given the 
variation in the age of consent across jurisdictions and offence categories, the study 
defines a child as anyone under 18 when measuring online offending, which may 
have classified some legal sexual activities as illegal. Nonetheless, survey findings 
on the prevalence of sexual feelings and behaviours toward children are consistent 
with those of other studies.
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Click here for a related, more detailed report on Identifying and 
understanding child sexual offending behaviours and attitudes among 
Australian men.
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PART 2.  
HIDDEN AT-RISK 
COMMUNITIES
This section explores how financial motives drive the exploitation of 
children, revealing the hidden ways in which offenders and criminal 
networks profit from child sexual exploitation and abuse. It examines 
under-researched areas, including the misuse of dating apps to target 
single parents, the role of humanitarian crises in enabling online 
abuse, and the financial structures behind organised crime linked to 
this exploitation. Understanding these evolving threats is crucial to 
developing effective prevention strategies and disrupting the economic 
incentives that sustain these crimes.



Study D: Swipe wrong:  
How sex offenders target single 
parents on dating apps to exploit 
their children

Introduction
This study is the first to examine how frequently men with sexual feelings towards 
children, or those who sexually abuse children, use online dating platforms compared 
to other men. A survey of nearly 5,000 men across Australia, the United States, and 
the United Kingdom highlights the potential risk posed by child sex offenders who 
may target parents using these platforms to gain access to their children.

These findings contribute to a growing body of evidence about the misuse of 
dating platforms by offenders to exploit single parents. Recent research by the 
Australian Institute of Criminology underscores the heightened risk for single 
parents, particularly mothers, who use dating apps (Teunissen et al., 2024). Their 
survey of Australian dating app users found more than 12% of respondents received 
requests to facilitate child sexual exploitation and abuse, most often related to the 
respondent’s own child. Similarly, news reports, including of a Scottish lorry driver 
who manipulated women via dating apps to gain access to their children in order 
to sexually abuse them, illustrate the tangible dangers these platforms can pose 
(Currie, 2024).

This emerging issue signals an urgent need for platform accountability and the 
implementation of safeguarding measures to protect single parents and, by 
extension, their children.

Methodology
This study examined how frequently men use online dating platforms and whether 
their usage patterns relate to sexual feelings toward children or prior offending 
against children. The research is based on a survey of 4,918 men from Australia,  
the United Kingdom, and the United States. Participants were categorised into  
three groups:
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No sexual feelings towards or offences committed against 
children (77.5%)

Sexual feelings only toward children (11.5%)

Committed sexual offences against children (11.0%)

Participants answered questions about their online dating habits, use of privacy 
tools, financial transactions, and engagement in other online activities. The study 
aimed to identify behavioural patterns that differentiate these groups and assess 
the risk factors associated with dating app use among offenders.

Associations were reported as cumulative odds ratios (ORs) with 95% confidence 
intervals (CI). The cumulative OR measures the likelihood of being at or above 
a certain category versus below it in an ordered outcome (i.e., online dating 
frequency), across different groups. The 95% CI represents the range within which 
the true OR is expected to fall 95% of the time if the study were repeated. An 
association is considered statistically significant if the CI does not include 1.0; if 1.0 
falls within the interval, there is no statistical evidence of a significant difference 
between groups.

Research findings

Use of online dating platforms

Men who used online dating sites more often were 2.48 times more likely to report 
having sexual feelings towards children, and 3.84 times more likely to have sexually 
offended against children, compared to men who have no sexual feelings or have 
offended against children.

Two-thirds (65.8%) of men who had sexually offended against 
children, and more than half (53.9%) of those with sexual 
interests only, had ever used an online dating platform.

By comparison, online dating apps had only ever been used by 
less than one-third (30.6%) of men who have no sexual feelings 
or have offended against children.

22.1% of men who had committed sexual offences against 
children used dating apps daily, compared to 14.5% of men 
with sexual feelings only and 8.1% of other men. 
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Figure 1: Proportion (%) of men by online dating frequency
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More frequent use of dating apps among men who had committed sexual offences 
against children was associated with a cumulative increase in the likelihood that 
they also had access to children.

Offenders were 2.95 times more likely to live with a child.

Offenders were 4.18 times more likely to work in child-related 
professions.

Unlike non-offenders, who used dating apps less frequently 
if they were married or had strong social support, offenders 
showed the opposite trend — greater use of dating apps if 
they were married or had social support networks.

Figure 2: Odds of online dating frequency by demographic factors
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Use of online privacy tools and financial transactions

Privacy and anonymity tools were commonly used by men who had committed 
sexual offences against children.

Offenders who used The Onion Router (TOR) (the Dark Web 
router used to access encrypted hidden webpages) were  
6.14 times more likely to use dating apps frequently.

Offenders who owned cryptocurrency were 4.31 times more 
likely to use dating apps frequently.

Figure 3: Odds of online dating frequency by social support
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Figure 4: Odds of online dating frequency by use of privacy tools
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Use of pornography and online sexual services

Consumption of pornography and engagement with online sexual services were 
linked to higher dating app use.

Frequent use of pornography was linked to increased dating 
app use across all groups, with offenders having the strongest 
link (2.04 times greater odds).

Men who were approached online by adults selling sexual 
services (adults) or children exchanging sexual abuse for 
money or other material gains were significantly more likely 
to use dating apps frequently.

Offenders who were approached by a child exchanging their 
sexual abuse for money or other material gains were 4.54 
times more likely to use dating apps frequently.
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Figure 5:  Odds of online dating frequency by pornography use frequency 
and ever being approached by person selling sexual services 
online2

Online dating frequency was greater among men who had a friend who engaged in 
child sexual exploitation material (CSEM).

Among men who did not have sexual feelings towards children 
or who had not committed sexual offences against children, 
each increase in online dating frequency was associated with 
twice the odds of having a friend who views CSEM.

Among men who had sexually offended against children, 
having a friend involved in CSEM was associated with a three 
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Figure 6:  Odds of online dating frequency by friend engagement in child 
sexual exploitation material (CSEM)
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Conclusion and recommendations

This research shows that men with a sexual interest in children, or those who 
sexually abuse children, are not only more likely to use dating apps than other men, 
but they also use them more often. Offenders may appear trustworthy, as they are 
more likely to have a child in their house, work with children, and have a higher 
education level. However, they are also much more likely to know other offenders, 
use online privacy tools and cryptocurrency to hide their actions, and engage more 
frequently with pornography and in online environments where adults and children 
offer sexual services.

This study highlights that child sex offenders and men with a sexual interest in 
children are disproportionately active on dating sites, signalling the urgent need for 
the following key recommendations:
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Recommendation 1. Improve safeguarding measures on dating platforms. 
Platforms should implement more substantial user verification processes, such as 
mandatory ID checks, and develop tools to detect predatory behaviours, such as 
grooming language or suspicious messaging patterns.

Recommendation 2. Conduct targeted user education campaigns. Dating platforms 
and policymakers should raise single parents’ awareness of these risks by providing 
clear guidance on identifying red flags and protecting their families.

Recommendation 3. Improve platform accountability. Dating application platforms 
should transparently report instances breaking community safety guidelines and 
further accountability mechanisms such as regulations should be explored.

By prioritising platform accountability, improving user protections, and educating 
users, we can reduce the risk of single parents being targeted by child sex offenders.

Limitations
This study has several limitations. Participants were recruited through an online 
survey panel company, which may affect the generalisability of the findings. 
Additionally, because the study relies on self-reported data, there is a potential 
for social desirability bias due to the sensitive nature of the questions. Given the 
variability in the age of consent across jurisdictions and offence categories, the 
study defines a child as anyone under 18 when measuring online offending, which 
may have classified some legal sexual activities as illegal. Nonetheless, survey 
findings on the prevalence of sexual feelings and behaviours towards children in this 
study are consistent with those of other studies.
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Study E: Hidden casualties 
of war: CSAM possession 
during humanitarian crises

Introduction
In 2024, 72 countries faced humanitarian crises, affecting over 299 million people, 
including nearly one in five children globally who are living in or fleeing conflict 
zones (OCHA, 2024). More than 30 million children have been displaced, many 
of whom are trafficked, abused, or exploited. Two of the United Nations Security 
Council’s six grave violations against children in war include rape and abduction, 
with girls disproportionately affected by sexual exploitation and boys making up the 
majority of abductees (UNICEF, 2024a, 2024c). 

While sexual violence occurs in all contexts, the risks escalate in humanitarian crises. 
Armed conflicts, natural disasters, and emergencies create environments in which 
children are particularly vulnerable to sexual abuse, trafficking and other forms of 
exploitation (UNICEF, 2024b). 

Beyond physical exploitation, children are increasingly at risk online. While sexual 
violence is often a crime of power, economic incentives now play a significant role. 
The internet has enabled a growing global market for CSAM, where offenders extort 
children for explicit content and financial gain (UNICEF, 2024b). Despite extensive 
research on the impacts of humanitarian crises on children — such as malnutrition, 
forced conscription and sexual abuse — little is known about the online exploitation 
and abuse of children during such crises, particularly through CSAM. 

CSAM includes images, videos and sound clips documenting the sexual abuse or 
exploitation of children. Accessing, distributing, or creating CSAM is a crime in most 
countries, and its ongoing circulation inflicts lasting harm on victims. Given what 
is known about the heightened risk of exploitation during crises, it is critical to 
investigate how these risks intersect, particularly in relation to CSAM-sharing and 
hosting. 
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Understanding how CSAM circulates during crises is essential for developing 
effective interventions. This research aims to explore whether humanitarian 
crises influence the hosting and sharing of CSAM across a variety of environments 
including peer-to-peer (P2P) networks, which allow users to share files directly 
without relying on centralised servers. Crises disrupt legal and social systems, 
creating conditions that facilitate exploitation and abuse. Events like war, migration, 
and disasters can suspend regulations and weaken protections, leading to increased 
criminal activity (Spangaro et al., 2013; Marsh et al., 2006). 

United Nations (UN) Secretary-General António Guterres has warned that, for 
traffickers and predators, war is not only a tragedy, but an opportunity, with women 
and children as primary targets (Guterres, 2022). There is documented evidence 
of increased trafficking and exploitation of refugees, including in Ukraine, where 
online searches for explicit content featuring displaced women and children have 
surged. Analysts warn that traffickers are responding to this demand by coercing 
refugees into sexual exploitation (The Guardian, 2023). Since the start of the war in 
Ukraine, over 14.3 million refugees have fled, with family separations at 70%, leaving 
children at greater risk of abuse and trafficking (Child Helpline International, 2024). 
Similar patterns exist among Syrian refugees in Turkey, where adolescent girls face 
exploitation and abuse due to economic desperation, with little publicly available 
data on technology-facilitated CSEA (ECPAT, 2020).

Methodology 
This study used Child Rescue Coalition (CRC) data to look at the number of IP 
addresses (unique identifying numbers assigned to devices like phones and laptops) 
that were in possession of CSAM on P2P networks at various points (intervals) during 
crises in 20 parts of the world. P2P networks are the various groups of users who 
agree to share files with one another, there are currently several operating worldwide. 

Countries/places which were undergoing humanitarian crises were identified from 
ReliefWeb and UN Refugees, which list emergencies and crises. From these sources, 
dates of the beginning of the crises were identified. For example, the conflict start in 
Ukraine is officially listed as 24 February 2022 (UNHCR, 2025). The intervals of data 
for each country were the past 90 days from the start of the crisis; the past 90 days 
from 15 October 2024 (the date when the data was collected); and a central date 
between the date of crisis start and 15 October 2024. 

The places examined were Ukraine, the Holy Land, Sudan, Yemen, Afghanistan, 
Syria, Ethiopia, Myanmar, Venezuela, Sierra Leone, Central African Republic, 
Mauritania, Chad, Benin, Ghana, Togo, Cote d’Ivoire, Iraq, Somalia and South Sudan. 
In each of these places, it was decided to measure the number of IPs in possession 
of CSAM three months prior to the crisis, at a point during the crisis, and with a 
final measurement representing the current number of users as all the crises were 
ongoing. This data was then compared with available and applicable country-level 
data from both the Association of Internet Hotline Providers (INHOPE) and the 
National Center for Missing and Exploited Children (NCMEC), which produce metrics 
on the number of reported CSAM and CSAM hosted in some of the same countries. 
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Key findings

Conflict and war

Countries experiencing a period of recognised conflict, whether internal or external, 
including Ukraine, the Holy Land, Sudan, Yemen, Myanmar, Venezuela, Central 
African Republic and Iraq, had the highest number of IP addresses linked to CSAM 
possession among all crisis types analysed. Notably, Venezuela had the largest 
number of IP addresses in possession of CSAM prior to the onset of the conflict. 
This data is important in order to understand the trends, as Venezuela’s crisis began 
around 2016, approximately six years earlier than Ukraine’s in 2022, during a period 
when P2P networks were more commonly used. Additionally, Venezuela’s conflict 
coincided with the ratification of the United Nations Convention on the Rights of the 
Child, providing a critical reference point for the country’s evolving crisis. 

In terms of P2P CSAM-sharing, three places (Venezuela, Ukraine, and the Holy Land) 
showed a reduction of over 1,000 IP addresses possessing such material across the 
three measured intervals. Venezuela experienced the largest drop in IP addresses, 
particularly in the first measured interval. On average, there was a 31% decrease 
in IP possessing CSAM across all countries and at all crisis intervals. This could also 
point to conflict displacing people away from the countries and regions, which 
would lead to CSAM possession in other locations away from the conflict. 

Reports of child sexual abuse 
material (CSAM) hosting rose  
in Ukraine and the Holy Land,3 
while peer-to-peer sharing of 
CSAM fell in war, famine and  
disease settings.

3 The Holy Land encompasses Israel and Palestine, including the Gaza strip.
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However, despite the decline in P2P CSAM-sharing, reports of CSAM to organisations 
such as the NCMEC and INHOPE registered a sharp increase during these conflicts. 
For example, NCMEC data revealed that the number of CSAM reports surged in some 
countries (by over 150% in Ukraine and the Holy Land), despite the decrease in P2P 
activity. Although it is important to note that NCMEC referrals have been increasing 
year on year globally (Figure 1), we see some conflict related fluctuations in NCMEC 
data on CSAM due to conflict for both Ukraine and the Holy Land (Figure 2). This 
discrepancy highlights the complex relationship between P2P-sharing and formal 
reporting mechanisms, where increased awareness, reporting channels, and law 
enforcement attention may be influencing the rise in official reports, even as P2P 
activity decreases. The data may also reflect a shift in sharing CSAM away from P2P.

Figure 1:  Volume of NCMEC cybertip referrals on CSAM globally,  
2020–2023

Vo
lu

m
e 

of
 N

CM
EC

 c
yb

er
tip

 r
ef

er
ra

ls

40,000,000

35,000,000

30,000,000

25,000,000

20,000,000

Year

2020 2021 2022 2023

Sources: NCMEC Cybertipline Country reports 2020 - 2023 (NCMEC, 2023)

SEARCHLIGHT 2025 39 WHO BENEFITS?



It is also important to note that, while conflict/war was considered the primary  
crisis in these countries, other aspects, such as famine, political instability, or 
economic collapse, could have been happening concurrently, potentially influencing 
the findings. These multifaceted challenges create a more complex environment 
that can exacerbate the risks faced by children and increase the opportunities for 
CSAM-sharing. 

One notable P2P-sharing exception was Iraq, where the number of IP addresses 
linked to CSAM possession increased from zero to 90 during the period of 
conflict. This was the largest increase observed across all the countries in the 
study. Interestingly, NCMEC reported a decrease in the number of CSAM-related 
reports from Iraq during the same period, suggesting a possible shift toward more 
P2P sharing, for which formal reporting may not fully capture the extent of the 
issue. Table 1 outlines the data sources for the countries affected by conflict/war 
examined in this study.

Figure 2:  Volume of NCMEC cybertip referrals on CSAM for the Holy Land 
and Ukraine, 2020–2023
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Table 1:  Changes in volume of reports, hosting notices and IPs linked to 
possession of CSAM in places with war/conflict

Sources: Childlight analysis of CRC data; and NCMEC Cybertipline Country reports 
2020–2023 (NCMEC, 2023)

Country and start 
date of crisis 

Type 
of first 
recorded 
crisis 

NCMEC 
data: 
volume of 
reports and 
percent 
change 
(2020–2023) 

Hotlines 
hosting 
data: volume 
of hosting 
notices and 
percent 
change 
(2020–2024)

P2P file 
sharing data: 
volume of IPs 
and percent 
change  
(start date – 
Oct 2024)

Ukraine  
(August 2021) 

War/
conflict 

+62,213 
(+250%)

+10,652  
(+63%)

-1,233
(-47 %)

Holy Land  
(Israel and Palestinian 
territory) (April 2023) 

War/
conflict 

+80,031 
(+230%)

+2
(+200%)

-1,049
(-39%)

Venezuela 
(December 2014) 

War/
conflict 

+115,592 
(+195%)

+1  
(+100%)

-69,799  
(-98%)

Sudan  
(October 2022) 

War/
conflict 

-45,773 
(-55%) No data -23  

(-88%)

Myanmar  
(February 2017) 

War/
conflict 

-109,759
(-65%) No data -34  

(-79%)

Central African 
Republic (June 2020) 

War/
conflict 

-19 
(-6%) No data None

Yemen  
(September 2016)

War/
conflict

-568 
(-93%) No data +251,201 

(+460%)

Iraq  
(October 2017) 

War/
conflict 

-176,220 
(-81%) No data +90

(+9,000%)
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Famine and natural disasters

The following five countries — Afghanistan, Ethiopia, Sierra Leone, Somalia, and 
South Sudan — were categorised under natural disaster crises. Natural disasters 
are defined as hurricanes, floods, cyclones, earthquakes and other weather or 
geological-related crises. The highest number of IP addresses in possession of CSAM 
across this group of countries was four IP addresses, which were recorded in both 
Ethiopia and Afghanistan at the start of the crisis. Both of these countries also saw 
an increase in the number of IPs possessing CSAM during the measured intervals. 
The other three countries in this group — Sierra Leone, Somalia, and South Sudan — 
reported either one or zero IP addresses during the measured periods, suggesting 
that very few people in these regions were using P2P networks for sharing CSAM. 

It is important to note that the recorded date of October 2024 represents the most 
recent data, and the highest number of IPs linked to P2P sharing observed was 
from the start of the respective crises. This relatively low number of IP addresses 
in possession of CSAM in countries experiencing famine and natural disasters, 
compared to those in conflict zones, could be attributed to several factors. It should 
also be noted that the overall numbers for peer-to-peer users in possession of 
CSAM are low and should be interpreted with caution. For instance, limited access to 
technology and internet connectivity in some of these places may have contributed 
to fewer opportunities for individuals to engage in P2P file sharing. In many 
cases, P2P networks are dependent on widespread internet access and sufficient 
infrastructure, which may be lacking or severely affected in countries facing 
significant humanitarian crises, including those facing famine or natural disasters.

Additionally, famine or natural disasters may not create the same conditions for 
the exploitation of children online as armed conflict does. War and conflict often 
lead to rapid breakdowns in social and legal systems, creating environments where 
children are more vulnerable to exploitation, including through P2P networks. In 
contrast, although famine and natural disasters certainly disrupt societies, they 
might not present the same immediate risks for technology-facilitated child sexual 
exploitation and abuse (TF-CSEA). While CSAM possession on peer-to-peer networks 
may be limited in these countries, when looking at report-related data from NCMEC, 
three of the five saw an increase in reporting of CSAM. One country, Somalia, saw 
little change over time in NCMEC reports, while Ethiopia saw their reports reduce by 
approximately half.

Nevertheless, the data from these countries should be interpreted with caution.  
The lower prevalence of CSAM-sharing in these regions may not necessarily reflect 
the full scope of the issue. For example, underreporting or limited data availability 
could result in an incomplete picture of the online exploitation of children during 
these crises. Further research is needed to explore how factors such as cultural 
attitudes, limited access to reporting mechanisms, and low internet penetration  
may contribute to the disparity observed in the data. 
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Sources: Childlight analysis of CRC data; and NCMEC Cybertipline Country reports 
2020–2023 (NCMEC, 2023)

Table 2:  Changes in volume of reports, hosting notices and IPs linked to 
possession of CSAM in places with famine and natural disasters

Country and start 
date of crisis 

Type of 
crisis 

NCMEC data: 
volume of reports 
and percent 
change (2020–2023) 

P2P file sharing data: 
volume of IPs and 
percent change  
(start date – Oct 2024) 

Afghanistan 
(January 2015) 

Famine 
and natural 

disaster

+81,789 
(+170%)

+4 
(+33%)

Ethiopia 
(November 2020) 

Famine 
and natural 

disaster

-8,104
(-46%)

+4 
(+300%)

Sierra Leone 
(November 2018) 

Famine 
and natural 

disaster

+289 
(+130%) None

Somalia  
(January 2015) 

Famine 
and natural 

disaster

-794 
(-4%)

+1 
(+100%)

South Sudan 
(March 2017) 

Famine 
and natural 

disaster

+1,009 
(+157%) None
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Conclusion

The findings of this study provide an exploratory and nuanced understanding of 
the nature and prevalence of CSAM in humanitarian contexts, revealing potential 
trends in different types of crises. The data highlights that conflict and war zones 
exhibit the highest rates of CSAM-sharing. Ukraine, the Holy Land and Venezuela 
show a substantial number of IP addresses linked to CSAM possession, as well as a 
sharp rise in reports of CSAM hosting or uploads. This trend could be largely driven 
by the breakdown of social and legal systems, displacement and the resulting risks 
for children in conflict areas. The continued sharing of CSAM in these places, despite 
overall reductions in P2P network activity, underscores the persistent and evolving 
risk of TF-CSEA during crises. 

Conversely, countries experiencing famine and natural disasters tend to report 
lower rates of CSAM possession compared to conflict and war zones. While these 
regions may still face significant risks, the data shows a relatively smaller presence 
of CSAM on P2P networks. The lower levels of CSAM sharing in these contexts could 
be attributed to factors such as limited internet connectivity, lower penetration of 
P2P technologies and perhaps a reduced focus on technology-facilitated child sexual 
exploitation and abuse during these crises. 

The decline in CSAM activity over time in several countries, including those impacted 
by conflict, suggests that interventions and restrictions on P2P networks may 
have had an effect, although further research is needed to confirm this. While the 
data points to a decrease in IPs sharing CSAM across P2P in the studied countries, 
NCMEC global data continues to show an increase in the numbers of CSAM reports 
globally, most recently passing 36 million reports (NCMEC, 2024). This suggests  
that CSAM sharing and uploads are occurring in these countries/regions outside  
of peer-peer networks. 

Nevertheless, some hotspots warrant more focused monitoring. Countries in active 
conflict zones, especially those with significant displacement of populations, remain 
high-risk areas for both contact and TF-CSEA. The data shows a potential rise in 
demand for CSAM linked to displaced populations, such as in Ukraine, where a 
marked increase in the exploitation and abuse of at-risk children online has been 
observed. Furthermore, the findings from Iraq, which saw a sudden spike in CSAM 
possession during the conflict, suggest the need for heightened vigilance in such 
contexts, where internet accessibility and the digital footprint may evolve rapidly. 

Caveats regarding the data sources are essential for interpreting these findings. The 
numbers presented rely on data from P2P networks, for which the number of IP 
addresses linked to CSAM may not accurately reflect the full scope of the issue. For 
example, an individual user possessing multiple files could be counted as a single 
IP address, which can distort the overall picture. Additionally, variations in internet 
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connectivity, the availability of technology and the degree of law enforcement 
oversight in different regions significantly influence the presence and distribution of 
CSAM. The study’s focus on P2P CSAM data also means that the true volume of CSAM 
— both in terms of files shared and victims depicted — remains difficult to quantify 
and separate. The INHOPE and NCMEC data on hosting of CSAM, as well as reports 
of CSAM, help to unveil the potential volume of files. In bringing together all three of 
the available data sources, this study begins to explore how CSAM sharing migrates 
between technology facilitated spaces, both within countries and across the globe. 
These limitations underscore the need for further research and more comprehensive 
data sources to capture the full scale of TF-CSEA in humanitarian crises. 

In conclusion, while the research has revealed key trends in the sharing of CSAM 
during periods of humanitarian crisis, it also highlights the complexities and 
challenges of monitoring this issue effectively. Ongoing data collection, improved 
reporting mechanisms and a coordinated international effort are crucial to mitigate 
the risks of TF-CSEA and to protect vulnerable children in these increasingly complex 
environments. 

Recommendations 

The following recommendations have been tailored to specific phases of crises  
(pre-crisis, during crisis response, and post-crisis). 

Pre-crisis phase

Recommendation 1. Improve awareness and training for humanitarian actors. It 
is essential to conduct regular, targeted awareness programmes for humanitarian 
actors (NGOs, frontline responders, etc.) on the nature of TF-CSEA, the mechanisms 
for detecting it, and the importance of safeguarding children from online and offline 
exploitation and abuse. 

Recommendation 2. Ensure that TF-CSEA is explicitly included in the child 
protection rapid assessments conducted in the immediate aftermath of a crisis, 
particularly in conflict zones, refugee camps, and areas with high displacement. This 
could help identify regions at high risk of exploitation. 

Recommendation 3. Many affected communities may have weak legal frameworks 
for protecting children, particularly regarding online exploitation. It is important  
to collaborate with governments and local actors to strengthen laws and 
community-based child protection systems that prevent TF-CSEA. 
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During crisis response phase 

Recommendation 4. Implement immediate child protection protocols in refugee 
camps. During emergency response, child protection measures need to address 
both immediate physical threats (such as trafficking and abduction) and digital 
risks (such as TF-CSEA). Ensure that child protection services in refugee camps and 
displacement settings are prepared to address both forms of abuse. 

Recommendation 5. Increase data collection on TF-CSEA. As humanitarian crises 
disrupt traditional social and legal systems, tracking TF-CSEA becomes increasingly 
important. More comprehensive data collection mechanisms should be put in place 
to track incidents of online abuse and exploitation during crises.

Post-crisis phase 

Recommendation 6. Strengthen digital literacy and resilience for children and 
communities. After the crisis, as children and families begin to rebuild, it is crucial 
to enhance their digital literacy and resilience to TF-CSEA. This includes providing 
information to children, parents, teachers and others about the risks of online 
platforms and the importance of online safety. 

Recommendation 7. Monitor and evaluate TF-CSEA prevention efforts. Following 
the resolution of immediate humanitarian needs, long-term monitoring of the 
effectiveness of interventions to prevent TF-CSEA is essential. This ensures that 
policies and programmes are continuously adapted and improved based on  
real-world data and outcomes.

Overarching Recommendation

This research is a nascent step in a wider study, also examining refugee crises and 
Covid-19. Further research is required to compare activities before, during and after 
the crises. Further research is also required into the number of victims portrayed 
in CSAM exchanged on P2P in relation to the number of IPs showing they are in 
possession of these files. This will provide a better understanding of the impact of 
one single user exchanging CSAM on this network and the scope of the harm this 
can cause.

SEARCHLIGHT 2025 46 WHO BENEFITS?



Limitations 
As P2P networks require many users to possess and share the same files in order 
to facilitate quick and efficient transfer, those using the network are encouraged 
to make all their files publicly available. As such, while it is in the interest of the 
network for users to share that they are in possession of files, including CSAM,  
some users may choose not to share these files for fear of detection. Hence, the 
data may present an inaccurate representation of the number of users engaging  
in P2P networks for the purpose of the proliferation of CSAM.

As noted above, the numbers also do not represent a 1:1 ratio of IPs to users or 
IPs to the number of victims portrayed in the sexual abuse material. Further study 
is needed concerning the computer storage space required for each file, along 
with content based on analysis of the files, to get a sense of the amount of CSAM 
contained.

The findings are also limited by the available data, which meant that certain  
crises were not included, having begun before 2014 and, therefore, would not 
be fully represented in the ten-year period of available data. This was further 
complicated by limitations around the geolocation of the IPs, which had varying 
degrees of specificity with certain countries/regions, such as the Holy Land in 
particular, being grouped. 

The crisis types were not experienced in isolation, with many of the countries 
experiencing more than one crisis type during the studied period. The countries 
were organised by the first listed crisis type, which may have influenced the 
findings. Many of the countries were likely to have been simultaneously impacted by 
increased globalisation and internet connectivity as well.

While data was collected prior to the onset of the crisis, at a midpoint and at the 
end, this is only within country data and does not include a control group. Evidence 
suggests that the trends presented here may mimic larger global trends (NCMEC 
data increasing year on year; P2P data decreasing), but this needs to be explored 
more in depth as certain country variations exist. We also know that TF-CSEA is a 
transnational phenomenon; CSAM may be produced on children in humanitarian 
crises, hosted in a second country and consumed by an offender in a third country. 
Thus, this data is very likely an underestimate of the true scale of the issue. More 
research is needed to better understand the demand-side of distribution and 
consumption of CSAM during humanitarian crises.
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PART 3.  
ACCOUNTABILITY
This section examines the effectiveness of legal and regulatory 
frameworks in holding perpetrators and systems accountable for 
child sexual exploitation and abuse (CSEA). Laws and enforcement 
mechanisms often struggle to keep pace with evolving threats, leaving 
critical gaps that allow offenders to evade justice. Through case studies 
from five nations, we assess where current legislation succeeds, where 
it fails, and what must change — particularly in addressing AI-generated 
child sexual abuse material (CSAM). We also explore how policymakers 
can close loopholes, strengthen enforcement and ensure justice systems 
are equipped to respond effectively to emerging forms of exploitation.



Introduction
This study is among the first to examine the regulatory context of five closely  
inter-connected countries (UK, USA, Canada, Australia and New Zealand) in terms 
of accountability around child sexual abuse material (CSAM) created via generative 
artificial intelligence (gen-AI). The findings of our legislative review have helped 
us identify the key strengths as well as weaknesses of the legislative contexts 
studied. These countries were selected due to their democratic political systems, 
technological advances and progressive legislative systems. We examined 29 pieces 
of legislation and 25 cases for the UK context; 27 pieces of legislation in Australia 
and New Zealand, together with 4 emerging cases; as well as 279 statutes, 52 pieces 
of pending legislation and 65 cases in the US and Canada. 

Methodology 
Legislation and case law in five countries was reviewed and analysed, informed by 
the ‘black-letter law’ approach, also known as the doctrinal legal research method. 
This approach focuses on the letter, rather than the spirit, of the law, looking 
primarily at what the law says and at well-established legal principles, and less at the 
social context or implications for policymaking.

Study F: Legal challenges in tackling 
AI-generated CSAM across the UK, 
USA, Canada, Australia and  
New Zealand: Who is accountable 
according to the law?
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Existing laws provide good 
grounds for accountability, 
but there are still notable 
gaps. These gaps need to  
be addressed in order to  
fully provide the protections  
and accountability needed  
to keep children safe in  
view of the advent of AI.  
Significant legal reforms  
are underway in all  
jurisdictions examined.

1 2 3 4 5 6 7

United  
Kingdom

Australia

United States  
of America 

New Zealand

Canada

279 statutes,  
52 pieces of 
pending legislation 
and 65 cases in 
the US and Canada

29 pieces of legislation and  
25 cases for the UK context

27 pieces of legislation in 
Australia and New Zealand, 
together with 4 emerging cases

Figure 1:  The number of legislation and cases reviewed for this study
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United Kingdom

Findings
Legislation in the UK is divided between reserved and devolved matters. Reserved 
legislation is adopted by the Westminster Parliament. Devolved legislation is the 
legislation adopted by the Scottish Parliament or the Northern Ireland Assembly. 
Both levels of legislation were examined for this study covering all 4 nations of the 
UK (England, Northern Ireland, Scotland and Wales). 

The legislation that is relevant for cases of AI-generated CSAM focuses on two types 
of indecent images. One type is indecent pseudo-photographs, meaning photographs 
as well as videos and films made by computer graphics that have a photo-realistic 
appearance, i.e., they look real. The other type covers prohibited pseudo-images that 
do not look realistic, such as drawings and cartoons or hentai and manga. Manga are 
Japanese comic books and graphic novels, while hentai are a type of Japanese manga 
and anime that portrays sexualised content, storylines and characters. There is concern 
in some parts of the world, such as the UK, that when these types of imagery present 
children in a pornographic, offensive or otherwise obscene way, focus on children’s 
private parts or display prohibited acts including children, there is a risk that they 
may be normalising child abuse and encouraging harmful behaviour. Notably, these 
concerns are not shared on a global scale and research on the matter is not yet robust. 

We found that there is good coverage around a series of offences with regards to 
pseudo-photographs, i.e., the acts of making, taking, possessing and disseminating 
pseudo-photographs are all covered, irrespective of the technology used, thus covering 
cases of generative AI or deepfakes. This is evidenced by the first emerging case in 
England, where an offender who created CSAM using generative AI was arrested, 
charged and sentenced to 18 years in prison. In this instance, and as per a recent BBC 
report, the Crown Prosecution Service, warned that those thinking of using AI “in the 
worst possible way” should be “aware that the law applies equally to real indecent 
photographs and AI or computer-generated images of children” (Gawne, 2024). That 
said, the law is silent on whether the criminalisation of indecent pseudo-photographs 
of children extends in cases of both real/identifiable and fictitious children. 

However, this protection tends to be less efficient with regards to non-realistic images, 
including cartoons, manga and drawings. While possession and dissemination are 
criminalised, the act of making such imagery is not criminalised in England and Wales. 
The largest gap in protection with regards to the above imagery exists in Scotland, 
as the making and possession of indecent non-realistic images in Scotland is not 
criminalised. The nation that seems to have the most robust legislative framework 
against all acts related to indecent non-realistic images is Northern Ireland.
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Another gap that exists across the UK is around the possession of paedophile 
manuals, meaning guides on how to sexually abuse children. Existing legislation 
does not apply in cases of possessing a paedophile manual that specifically instructs 
on how to misuse generative AI to produce CSAM. Ongoing UK legal reforms are 
targeting this specific gap in the legislation (Home Office, 2025). In Scotland, no 
legislation on paedophile manuals exists whatsoever. Arguably, this may heighten 
the risk of widespread dissemination of manuals containing instructions on how to 
sexually abuse and/or exploit children. 

There has been no case law, i.e., court cases, on criminal liability for omissions (the 
failure to perform a legal duty when one can do so) in cases of AI-generated CSAM, 
but there may be room to argue that it is possible for such liability to arise in the 
case of a close personal relationship and assumed responsibilities, i.e., in relation to 
a child’s parent(s) or guardian(s).

Notably, the UK recently adopted the Online Safety Act, which places new duties on 
social media companies and search service providers to protect children and other 
vulnerable adult users online. The Act applies specifically to user-to-user services 
(e.g. social media, photo or video-sharing services, chat services and online or 
mobile gaming services); search services; and to businesses that publish or display 
pornographic content (OFCOM, 2025). The regulation of content that is harmful 
to children is a top priority for the Online Safety Act. Therefore, and among other 
legislated duties, the law mandates the above-mentioned companies to remove 
illegal content, such as CSAM, and, even if this has been created by generative AI, 
take steps to prevent users from encountering it (OFCOM, 2024).  

From a civil perspective, there is no specific legislation or case law in the UK that 
directly addresses this issue, leaving a significant gap. However, AI-generated CSAM 
seems to fall under the protective remit of the Data Protection Act 2018.

There is the ability to claim compensation in the UK with regards to CSAM created 
via gen-AI technologies that includes figures modelled after real, identifiable children 
via a number of pathways (a civil claim, privacy infringement, compensation order 
via criminal courts, and, much less likely, via the Criminal Injuries Compensation 
Scheme [CICA]). However, the liability for AI-CSAM, i.e., the question ‘who is the 
author of AI’, remains currently unclear under existing legislation across the UK.

What also became evident from the above analysis is the fact that the UK lacks 
a targeted AI industry regulation, like the one that was recently adopted in the 
European Union in the form of the EU’s AI Act. There seem to be no plans at the 
moment for a standalone UK AI Act.

Lastly, a more recent legal reform concerns AI tools. More specifically, the UK is 
considering making it illegal to possess, create or distribute AI tools designed to 
create CSAM, with a punishment of up to five years in prison (Home Office, 2025).
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Recommendations 

Based on these findings, the following recommendations are made for the UK:

Recommendation 1. Update the law to clearly criminalise all acts relevant to 
pseudo-photographs that depict purely fictitious children, i.e., making, taking, 
disseminating and possessing such material. 

Recommendation 2. The Scottish Government should introduce legislation to 
criminalise all acts relevant to non-photographic indecent images of children,  
i.e., making, taking, disseminating and possessing such material.

Recommendation 3. Criminalise the making of prohibited non-photographic 
images of children. 

Recommendation 4. Update UK legislation on paedophile manuals to make them 
applicable to pseudo-photographs. As stated above, reforms on the matter are 
currently underway. 

Recommendation 5. Introduce Scottish legislation criminalising paedophile 
manuals.

Australia and New Zealand

Findings
With regards to Australia, the same issues were examined on both a national as 
well as a state and territory level, whereas in New Zealand they were examined 
only on the national level, as no relevant legislation exists on a devolved basis. It is 
worth considering that Australia also enacted an Online Safety Act (OSA) in 2021, 
which imposes certain duties on online service providers with regard to protecting 
Australians, in particular children and vulnerable adult users online. 

The eSafety Commissioner was established in 2015 (then the ‘Office of the Children’s 
eSafety Commissioner’) in Australia and serves as an independent regulator for 
online safety, with powers to require the removal of unlawful and seriously harmful 
material, implement systemic regulatory schemes and educate people around 
online safety risks.  Under the OSA, there are currently enforceable codes and 
standards in force which apply to AI-generated CSAM with civil penalties for services 
that fail to comply. In particular the ‘Designated Internet Service’ Standard applies to 
generative AI services, as well as model distribution services. 
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The OSA was independently reviewed in 2024. The Review examined the operation 
and effectiveness of the Act and considered whether additional protections are 
needed to combat online harms, including those posed by emerging technologies 
(Minister for Communications, 2025). The Final Report of the review was tabled in 
Parliament in February 2025.

The Australian Government has also recently conducted consultations regarding the 
introduction of mandatory guardrails for AI in high-risk settings, which considers 
guardrails like ensuring that generative AI training data does not contain CSAM 
(Australian Government, Department of Industry, Science & Resources, 2024).  
No such legislation exists in New Zealand, although there are ongoing discussions and 
legal reform suggestions around the potential introduction of similar legislation there. 

In both Australia and New Zealand, existing definitions of CSAM or similar 
terminology used in criminal legislation are broad enough to capture AI-generated 
CSAM. As a result, and despite limited case law on the matter due to the emerging 
character of gen-AI technologies, sentencing decisions have emerged in the 
Australian states of Victoria and Tasmania involving offenders who produced  
gen-AI CSAM. 

In New Zealand, no cases have yet been identified in which offenders have been 
sentenced for offences involving AI-generated CSAM, however, press reports suggest 
that offenders have been charged in relation to such material. In addition, there are 
reports of the New Zealand customs service seizing gen-AI CSAM, suggesting that 
they consider that they have the jurisdiction to do so. No cases have been identified 
in Australia or New Zealand in which AI software creators or holders of datasets 
used to train AI have been considered criminally liable in relation to the production 
of CSAM using their platforms or any other such charges.

In New Zealand, certain pieces of legislation (e.g., Crimes Act 1961 and Harmful 
Digital Communications Act 2015) do not appear to apply in cases of gen-AI CSAM 
that portrays purely fictitious children. This is to an extent expected, as both laws 
require harm to be inflicted upon an identifiable natural person and this is not the 
case in instances of AI-generated CSAM containing purely fictitious children.

In both Australia and New Zealand, there are no pending reforms to expand criminal 
accountability in relation to gen-AI CSAM to AI software creators and dataset 
holders. Given that the definitions of CSAM in existing criminal legislation appear 
broad enough to capture AI-generated material, this is not surprising. 
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Recommendations 

Based on these findings, the following recommendations are made for Australia and 
New Zealand:

Recommendation 1. Monitor the applicability of relevant legislation (particularly of 
the Australian Online Safety Act) as was recently done by the review of the OSA and 
the Australian Government’s intention to introduce a digital duty of care, and review 
emerging case law to further assess applicability.

Recommendation 2. Policymakers and legislators need to thoroughly assess 
whether civil penalty provisions should be further increased in Australia and New 
Zealand, in line with other jurisdictions internationally. 

Recommendation 3. Policymakers and legislators need to thoroughly assess 
whether existing regulations cover criminal liability for AI software creators or 
dataset holders who failed to install proper guardrails in their products that would 
safeguard children before rolling them out in the market. We found no specific 
legislation on this. Case law interpretation on this is also crucial. These topics also 
relate to questions around who the author of AI is and if the law should delineate a 
minimum standard of guardrails that need to be met by AI creators, beyond which 
they have no liability.

United States of America and Canada

Findings for the USA
In the United States of America, the regulatory framework consists of federal laws 
and state-based laws. Federal CSAM statutes, together with case law, criminalise 
several categories of harmful material. Still, a significant number of vague points 
persist. Federal laws are relatively robust, but there is a gap with regards to 
the criminalisation of artificial CSAM that depicts purely fictitious children. Civil 
remedies, although significant, are limited in scope. Copyright and consumer 
protection laws offer some avenues for redress, but they are also limited.

Prosecutors typically require concrete evidence to prosecute, such as incriminating 
communication or attempts to sell or trade material. These are often hard to obtain. 
This challenge is increased by more advanced AI models that generate hyper-realistic 
CSAM without training on authentic abuse imagery. This means that even if we start 
regulating how AI models are trained, these advanced AI models that can create 
realistic CSAM without the need for training will be evading regulation. 
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4 Childlight follows the Terminology Guidelines for the Protection of Children from 
Sexual Exploitation and Sexual Abuse. The terms ‘child abuse’, ‘child prostitution’, 
‘child pornography’ and ‘rape’ are used in legal contexts.

Drawing on copyright law, platforms and developers can be held liable if they 
knowingly contribute to the sharing of harmful content. However, online platforms 
are protected from civil liability for user-generated content, complicating efforts to 
hold them accountable for hosting AI-generated CSAM. Despite efforts to change the 
law on this, balancing platform liability with the protection of free speech is a major 
challenge.

The legal landscape is even more fragmented on a state level due to several 
outdated pieces of legislation around so-called ‘child pornography’,4 which fail to 
address newer forms of technology-facilitated child sexual abuse. State-level civil 
remedies are often inadequate, leaving gaps in accountability for users, developers, 
distributors and third-party beneficiaries. 

On 16 April 2024, the Child Exploitation and Artificial Intelligence Expert Commission 
Act of 2024 was introduced to address the creation of CSAM using AI. This legislation 
provides for the establishment of a commission to develop a legal framework that 
will assist law enforcement in preventing, detecting and prosecuting AI-generated 
crimes against children. 

Findings for Canada
In Canada, there is a distinction between federal law and province-based law.  
The federal Criminal Code lacks specific prohibitions against AI-generated CSAM. 
Still, the relevant sections of the Canadian Criminal Code have been interpreted 
widely by the Supreme Court of Canada to provide coverage for several types of 
harmful material. There remain two exceptions, though. The first is for material that 
has been created only for personal use and the second is for works of art that lack 
intent to exploit children. Canadian federal law criminalises the non-consensual 
distribution of intimate images. However, whether these provisions apply to  
AI-generated CSAM is uncertain. Enforcement is the responsibility of provincial 
agencies, and civil remedies for victims vary widely across provinces, creating a 
patchwork of protections in which access to relief depends on the victim’s location.

Privacy laws in Canada offer some avenues for assistance, but they lack a more 
tailored character to address the specific harms associated with AI-generated CSAM. 
Copyright law offers a potential, although complex, avenue for addressing  
AI-generated CSAM. 
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Lastly, in Canada, a significant law reform that was proposed is the Online Harms 
Act. If passed, this Act will create a new regulatory framework requiring online 
platforms to act responsibly to prevent and mitigate the risk of harm to children on 
their platforms. Under the Act, online platforms would have a duty to implement 
age-appropriate design features and to make content that sexually victimises a 
child or re-victimises a survivor inaccessible, including via the use of technology, 
to prevent CSAM from being uploaded in the first instance. A new Digital Safety 
Commission would oversee compliance and be charged with the authority to 
penalise online platforms that fail to act responsibly. 

Accordingly, the Act would create a legally binding framework for safe and responsible 
AI development and deployment that could potentially apply to restrict or penalise 
content that would otherwise be legal, but that poses a substantial risk of sexual 
exploitation or revictimisation of a child. Prorogation of the Parliament of Canada 
ends the current parliamentary session. As a result, all proceedings before Parliament 
end, and bills that have not received Royal Assent are ‘entirely terminated‘. This means 
that the Online Harms Act would need to be reintroduced by the new government in 
Canada before it could be considered again for Royal Assent (Lexology, 2025). 

Recommendations

Based on these findings, the following recommendations are made for the USA and 
Canada:

Recommendation 1. Amend existing CSAM laws to explicitly cover AI-generated 
content, even when it includes fictitious children.

Recommendation 2. Amend CSAM laws to regulate the misuse of AI. 

Recommendation 3. Amend CSAM laws to cover content that is legal, but poses a 
substantial risk of harm to minors (e.g., grooming or nudity content).

Recommendation 4. Establish a legally binding framework for safe and responsible 
AI development and deployment.

Recommendation 5. Expand legal protections to include control over one’s own image. 

Limitations
The main limitation of this research stems from the emerging character of the 
technology it considers. This applies particularly to case law and the interpretation 
of existing legislation by courts, because, due to the developing character of this 
technology, we still have not seen robust case law established in relation to AI and 
deepfake CSAM that would create strong precedents. As such, this research should 
be replicated in 5 to 10 years’ time, when there is more robust case law on the matter.
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Study G: Unmasking exploitation: 
Study of Supreme Court cases 
reveals changing landscape of 
CSEA in the Philippines 

Introduction
This study examines the evolution of commercial sexual exploitation of children 
(CSEC) in the Philippines, focusing on cases from 2003 to 2024, particularly those 
heard by the Supreme Court. The implementation of the Anti-Trafficking in Persons 
Act (Republic Act 9208) in 2003 established legal frameworks to combat trafficking and 
exploitation. Analysing 56 Supreme Court cases, the study highlights how exploitation 
methods have evolved, becoming more difficult for authorities to detect and 
prevent. The findings emphasise the increasing complexity of both online and offline 
exploitation, stressing the need for stronger legal and social protections for children.

Previously, large, organised syndicates controlled many victims, but now smaller, more 
covert groups exploit children. These groups are harder to detect as they use discreet 
methods and exploitation is increasingly occurring within families and close social 
circles. The locations of abuse have shifted from public venues to private homes and 
online platforms, where abuse can be livestreamed or recorded. Recruitment tactics 
have also evolved, with perpetrators using social media to coerce, manipulate and 
threaten victims. The roles of those involved have blurred, as ‘pimps’ (the term used in 
Supreme Court cases to describe people who make money by controlling and selling 
others or sexual services) are now directly abusing children, making detection harder.5

Urban centres like Manila, Cebu City, and Angeles City remain hotspots for CSEC due 
to tourism, poverty and the global reach of digital platforms. While law enforcement 
efforts have improved, the rise of technology-facilitated exploitation has made these 
crimes more complex. Enhanced legal measures, digital monitoring and community 
awareness are crucial to protect vulnerable children.

5 Childlight follows the Terminology Guidelines for the Protection of Children from 
Sexual Exploitation and Sexual Abuse. This favours using the word ‘facilitators’ to 
describe people who make money from controlling or selling others for sexual 
services. However, the term ‘pimps’ is used here because it is used in legal contexts 
and widely referred to in the Philippines.
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Methodology
This study used a secondary data analysis approach to review Philippine  
Supreme Court decisions on cases of online and offline CSEC from 2003 to 2024. 
The year 2003 was chosen as the starting point as it marks the enactment of the 
Anti-Trafficking in Persons Act (RA 9208), which is the first Philippine law to explicitly 
criminalise CSEC and establish a legal framework for prosecuting trafficking-related 
offenses. Using purposive sampling, only those legally adjudicated cases involving 
monetary or non-monetary exchange were included in order to ensure that the 
findings are based on definitive legal outcomes. Data were gathered from the 
Supreme Court e-library, using systematic search terms covering key Philippine laws 
on child sexual exploitation and abuse (CSEA). This resulted in 56 cases for final 
review and inclusion in the study. 

A mixed method approach was employed combining quantitative analysis (descriptive 
statistics on offender profiles, modus operandi and case outcomes), with qualitative 
thematic analysis to identify patterns and trends in perpetration, enforcement 
and sentencing. Ethical approval was sought from the University of the Philippines 
Institutional Review Board and the University of Edinburgh to ensure privacy, data 
security and researcher well-being. By drawing from comprehensive legal records, this 
study provides a policy-relevant analysis of how technology has shaped CSEA in the 
Philippines, with the goal of strengthening child protection efforts in the Philippines.

Key findings
Perpetrators: In the CSEC cases studied, 51% of the perpetrators were women, 
who often acted as trusted family members or caregivers. Out of 160 identified 
perpetrators, ‘pimps’ (33%) were the main organisers, with some perpetrators 
also acting as recruiters (15%). Other offenders, such as hotel owners or karaoke 
television bar (KTV) operators (8%), provided venues for the exploitation. Some 
perpetrators were found to have directly abused victims (17%).

Shifting tactics 
and rising threats 
constitute the 
new face of child 
exploitation  
in the digital age.
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Victim-perpetrator relationships: Many perpetrators in the cases were known to 
their victims. Out of 85 identified relationships between victims and perpetrators, 
strangers introduced by third parties accounted for 46% of cases, while 17% of cases 
involved family members, 14% involved friends and 12% neighbours. Recent trends 
show a rise in younger victims (ages 5 to 12), often exploited by family members or 
acquaintances in online cases.

Operations: The majority of CSEC cases studied occurred in urban areas like Manila, 
Cebu, and Angeles City, where tourism and poverty drive demand for illicit services. 
Among the 56 reported cases, 36% involved large-scale operations where three 
or more children were victimised by one or two perpetrators. Another 27% also 
involved large-scale operations, but in these cases, the perpetrators were syndicates 
(i.e., three or more offenders). Meanwhile, 29% of cases involved small-scale 
operations, where one or two victims were exploited by one or two perpetrators. An 
additional 9% involved syndicates controlling one or two victims.

Figure 1:  Operations scale of commercial child sexual exploitation 
Supreme Court cases in the Philippines, 2003–2024, n=56
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6 Childlight follows the Terminology Guidelines for the Protection of Children 
from Sexual Exploitation and Sexual Abuse. This favours use of the phrasing 
‘exploitation of children in/for prostitution’ rather than ‘child prostitution’ to avoid 
stigmatising and harming children. However, the term ‘prostitution’ is used here 
because it is used in legal contexts and widely referred to in the Philippines.

Recruitment methods: Common recruitment methods in the cases studied 
included false job offers (44%), invitations to social gatherings (14%), or direct 
invitations to engage in ‘prostitution’6 (14%). In online cases, coercion, threats, and 
manipulation (9%) were common tactics.
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Figure 2:  Geographic mapping of commercial child sexual exploitation 
Supreme Court cases in the Philippines, 2003–2024
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Financial transactions: The financial transactions in CSEC cases varied. The lowest 
recorded amount was GBP 0.27 (27 British pence or around 20 Philippine pesos 
[PHP]), paid directly to a child for sexual contact. The average amount was GBP 134 
(9,754 PHP), with the highest recorded payment at GBP 275 (20,017 PHP). Many 
transactions were facilitated through payment services or cryptocurrency.

Law enforcement and case trends: From 2007 to 2016, CSEC cases were relatively 
low, with only one to three cases per year. However, from 2017 onward, the number 
of cases steadily increased, reflecting improved detection and law enforcement 
efforts. In 2024, 13 cases were reported, 8 of which involved online exploitation. 
Technology-facilitated cases, like livestreaming abuse, have become more 
prominent in recent years, with the first livestreaming case brought to the Supreme 
Court in 2009.

Figure 3:  Methods of recruitment identified in commercial child sexual 
exploitation Supreme Court cases in the Philippines,  
2003–2024, n=128
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Disclosure, reporting, and arrests: Many cases came to the attention of 
authorities through disclosure by children or tips from local and foreign sources. 
Law enforcement agencies like the Philippine National Police (PNP) and the National 
Bureau of Investigation (NBI) conduct surveillance and raids to rescue victims and 
arrest perpetrators. The effectiveness of the legal system relies on collaboration 
among government agencies, civil society organisations and the private sector. 
Global collaboration is critical, especially in technology-facilitated cases, where 
payment and internet service providers are criminally liable under the Philippine 
Republic Act (RA) 11930 (Anti-OSAEC Law) if they fail to prevent or report illicit 
transactions and activities linked to online child sexual exploitation. 

In what is believed to be a first in the East Asia and Pacific region, this landmark 
legislation expands accountability beyond perpetrators and ensures that the 
companies enabling these crimes are also held responsible. Before RA 11930, there 
were already laws like RA 9775 (Anti-Child Pornography Act of 2009) and RA 10175 
(Cybercrime Prevention Act of 2012) that required internet service providers (ISPs) 
to block and report abusive content, but these laws did not impose direct criminal 
liability on financial institutions. In an effort to strengthen child protection in the 
Philippines, RA 11930 recognises that not just abusers, but also the companies 
enabling these crimes, must be held responsible in keeping children safe online.

Figure 4:  Supreme Court cases on commercial child sexual exploitation 
in the Philippines, 2007–2024
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Note: Data points for 2008, 2009, 2010, 2011, 2013, 2015 and 2016 were not available.
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Conclusion and recommendations

This study underscores the changing dynamics of CSEC in the Philippines, with a 
shift from large-scale operations to smaller, covert groups and an alarming rise in 
familial exploitation. The increasing use of digital platforms complicates detection 
and prosecution efforts. While legal frameworks and law enforcement have 
improved, significant gaps remain, particularly in addressing technology-facilitated 
crimes and holding all perpetrators accountable.

Key recommendations include:

Recommendation 1. Conduct community awareness programmes. Partner with 
non-profit organisations to educate the public on identifying and reporting CSEC, 
particularly in urban centres like Manila, Cebu, and Angeles City. A short, ten-minute 
video on human trafficking and CSEC should be distributed through schools, 
workshops, and social media to maximise reach.

Recommendation 2. Establish a case monitoring system. Collaborate with the 
Department of Justice’s National Coordinating Council Against Online Sexual Abuse 
and Exploitation of Children (NCC-OSAEC) to create a digital platform to track CSEC 
cases in regional trial courts, ensuring transparency and accountability.

Recommendation 3. Put in place a unified hotline system. Consolidate child 
protection hotlines into a single, easy-to-remember number. Work with telecom 
companies to integrate these helplines into a digital platform and train volunteers to 
route calls to appropriate authorities.

Recommendation 4. Develop a unified referral system for the online sexual abuse 
and exploitation of children (OSAEC). Create a referral pathway that includes 
government agencies, non-profits, internet service providers (ISPs), and payment 
providers. This system should enable stakeholders to report suspicious content and 
transactions through a centralised platform linked to law enforcement.

Recommendation 5. Ensure support from local governments. Encourage local 
government units (LGUs) to adopt rules to enforce laws against OSAEC and child 
sexual abuse or exploitation material (CSAEM), including local monitoring teams and 
prevention campaigns.

Recommendation 6. Equip lawyers and law enforcement authorities with the 
skills to handle CSEC cases effectively. Provide targeted training for lawyers and 
law enforcement on handling CSEC cases, using real-life examples and interactive 
workshops to ensure effective case management.
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Recommendation 7. Hold ISPs accountable for responding to child sexual abuse 
and exploitation content. Develop regulations for ISPs to respond quickly to reports 
of CSEC content, with a dedicated monitoring body to enforce compliance.

Recommendation 8. Provide victim support services. Increase access to  
trauma-focused counselling, legal aid, and financial support for victims through 
coordination with government and non-government organisations.

Recommendation 9. Implement poverty alleviation programmes. Introduce 
programmes to reduce the vulnerability of families in high-risk communities by 
providing sustainable livelihoods.

Recommendation 10. Enhance digital surveillance. Equip law enforcement with the 
tools to monitor online activities and collaborate with ISPs to identify offenders.

These recommendations aim to address both legal enforcement and public health 
strategies to protect children from exploitation and ensure their safety within their 
homes and communities.

Limitations
This study is limited by the relatively small number of cases that reach the Supreme 
Court, especially given the Philippines’ status as a hotspot for livestreamed sexual 
exploitation and abuse. Supreme Court cases tend to involve more serious, complex 
incidents, which may not reflect the full range of cases at lower court levels. 
Additionally, many cases involving plea bargaining do not proceed to the Supreme 
Court and cases dismissed at lower court levels were not accounted for.
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Study H: Access denied:  
How blocklists are thwarting 
attempts to view CSAM 

Introduction
Domain blocking, or webpage blocking, has existed since the early 2000s as a virtual 
no-entry sign preventing people from accessing webpages known to contain child 
sexual abuse material (CSAM). It relies on ‘blocklists’ of specific website addresses 
(identified by organisations including the Internet Watch Foundation), which internet 
service providers (ISPs) cannot connect their users to when people search for them 
(Hunter, 2004). This study is the first to examine the extent to which people attempt 
to access blocked websites containing CSAM, coupled with the use of anonymisation 
services, which are tools people use to attempt to hide their identity and activities 
online. In doing so, we highlight the role these anonymisation services play in the 
ongoing dissemination and sharing of CSAM online. This can help guide regulators 
and ISPs in better preventing access to CSAM by improving detection methods to 
stop attempts to bypass website blocking. 

Methodology 
To gauge the blocking of attempts to access webpages known to contain CSAM 
using devices such as mobile phones and laptops, Childlight examined data from 
a global partner that operates the Domain Name Service (DNS). The DNS acts like 
both an address book for the internet and an operator, allowing users who search 
for a website through their ISP to be connected to where they wish to be. Blocked 
webpages are cross-referenced with regularly updated lists held by the Internet 
Watch Foundation as well as law enforcement agencies, including INTERPOL. In 
addition to looking at the number of search requests that are blocked (blocked 
requests), further data was analysed around additional requests by the same 
requesting users for a 48-hour period. This resulted in a dataset prepared for a 
consecutive two-day period in September 2024, which Childlight analysed. 
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Glossary of terms
Internet Protocols (IP addresses): Unique identifying numbers 
assigned to all devices that connect to the internet, including phones, 
laptops, tablets, modems and servers. 

Domain Name Service (DNS): A company that receives requests from 
users through internet service providers and connects the users with 
the requested webpages.

Virtual Private Network (VPN): A service that allows users to send 
their request through an alternate route.

The Onion Router (TOR): The most common browser used to connect 
to the Dark Web where CSAM is displayed on encrypted hidden pages.

Proxies: A middle device used to connect a user with the website they 
are requesting.

Internet Service Providers (ISPs): Companies that connect users to the 
internet.

Electronic Service Providers: Companies that offer online services like 
messaging, payments or cloud storage.

Web crawlers: Technological tools developed to visit large volumes of 
webpages simultaneously, without consideration of what is on the page, 
to scan and detect content for various purposes. As such, web crawlers 
often visit the same webpages daily or at times more frequently to 
gather as much data as possible.
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The dataset included all confirmed and suspected CSAM page requests, globally 
organised by indicators. These indicators included the geographic area where the request 
was first received, the number of requesting users seeking known CSAM webpages and 
the use of anonymisation services. Anonymisation services are web-based tools that users 
can employ in order to mask, mislead or misrepresent who they are and their location. 
These include proxies, where internet traffic first goes through another computer as 
an intermediary before reaching the website the requesting user wants to visit. They 
also include virtual private networks (VPNs), in which online activity is encrypted and 
routed through a server in another location. A third tool is The Onion Router (TOR), 
a browser and network that bounces a user’s internet connection through several 
different computers around the world and can be used to access the Dark Web.

Key findings 
Over two days, more than 853,000 attempts to access webpages with CSAM were 
successfully blocked. This means there were about five attempts every second 
worldwide to reach illegal content or around 156 million attempts per year.

Many of the people trying to access CSAM used anonymisation services like proxies and 
VPNs to hide their identity. However, most of the requests studied did not use these such 
services. Only 15% of CSAM requests used proxies and 2.5% used VPNs, indicating that 
most of the users were not trying to hide their activities with anonymisation tools. Proxies 
and VPNs were used more often for other types of content, not specifically CSAM.

Internet users attempt  
to access banned content  
five times every second.

BLOCK

BLOCK
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When it comes to TOR, a browser used to access the Dark Web, it made up less than 1% 
of all CSAM-related requests. This is different from accessing hidden websites on the 
Dark Web itself, where CSAM is more commonly found. However, in some countries, 
TOR was used more frequently for CSAM searches. For example, Germany had the most 
TOR requests for CSAM according to the blocked webpage data, although these only 
made up 1% of Germany’s total TOR activity as identified in this data. Moldova had a 
high percentage of TOR requests for CSAM, though the total number was very small.

In total, 12 countries had webpage activity linked only to CSAM. The highest number of 
device requests from a specific country came from Singapore, with 223 cases of devices 
making CSAM-only requests over two days. This highlights the global nature of the issue.

Figure 1:  Anonymisation use for CSAM domains by date

Figure 2:  Anonymisation use for CSAM and non-CSAM requests
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Recommendations

Recommendation 1. All internet service providers should be required to block 
websites known to contain CSAM. Due to the way the internet operates, often a 
single webpage request will be carried out in part by multiple service providers. 
The more ISPs that utilise this service, the greater the likelihood that any individual 
query will be flagged to be blocked by one of the services. 

Recommendation 2. Ensure that blocklists are shared more widely with internet 
service providers, electronic service providers and social media companies so they 
are able to block the sharing of links within their respective platforms. This will also 
help platforms better identify, and respond to, bad actors who are attempting to 
share access to CSAM through their services.

Recommendation 3. Put in place regulation and oversight of the points where 
users connect to, and exit from, the TOR network. This was the only anonymisation 
service that was used more often for known CSAM domain requests than other 
requests made by the same requesting users. By regulating the number of users 
able to access TOR, it will not only limit the number of users attempting to access 
blocked CSAM webpages, but also the known CSAM that exists on ‘.onion’ domains 
that can only be accessed through TOR.

Recommendation 4. Governments should monitor blocked access to CSAM 
domains to help identify areas for improvement in terms of security risks and  
online safety. 

Recommendation 5. When blocked domain requests are relayed, provide an option 
for support services to those requesting the domain, such as StopItNow.org.uk.

Limitations
The data referred to in this study is limited by the short period it covers and because 
it only looked at users who had attempted to access at least one known CSAM 
webpage. The overall numbers may be inflated due to the possible inclusion of web 
crawlers, which seek access to numerous webpages every day without consideration 
of the content displayed on each requested domain. The data may also include 
multiple requests from the same user(s) within the period. Finally, it is important 
to note that this analysis does not consider attempts to view webpages containing 
CSAM which are not on active blocked lists.

SEARCHLIGHT 2025 73 WHO BENEFITS?



More information
Suggested citation: Stevenson, J., Mclean, L., & Fry, D. (2025). Access 
denied: How blocklists are thwarting attempts to view CSAM. In: 
Searchlight 2025 – Who Benefits? Shining a Light on the Business of Child 
Sexual Exploitation and Abuse. Edinburgh: Childlight – Global Child Safety 
Institute

Researchers: Mr James Stevenson, Mr Lewis McLean, Professor Deborah Fry

Study partners: Cisco Umbrella DNS

Registered study protocol: OSF | Web Anonymisation Service Access for 
Child Sexual Abuse Material

Ethics approval: University of Edinburgh, Childlight Research Ethics  
Sub-Committee (CATTU-JST-0060424CL)

Advisory committee members: Hugh Dixon (Nominet), Joanne Negrette 
(Cisco), Lloyd Richardson (Canadian Centre for Child Protection)

Funding acknowledgement: The research leading to these results has 
received funding from the Human Dignity Foundation under the core 
grant provided to Childlight – Global Child Safety Institute under the 
grant agreement number [INT21-01]. 

SEARCHLIGHT 2025 74 WHO BENEFITS?

https://osf.io/scmaz
https://osf.io/scmaz


Searchlight 2025  
Conclusion

Searchlight 2025 shines new light on the nature of child sexual exploitation and 
abuse, offering important evidence and insights into the complex web of beneficiaries 
profiting from what has become a multi-billion-dollar industry. This is a deliberately 
diverse set of studies, but what they have in common is that each represents a 
disturbing dimension of a global pandemic — and each requires action now.

We have seen how organised criminals and individuals profit by exploiting gaps in 
law and technology, sometimes operating in the darkest recesses of the internet, 
sometimes in plain sight. We have highlighted how abusers target at-risk groups, 
whether on dating apps or in war zones. And, we have pointed out the potentially 
growing commercialised nature of familial abuse in the Philippines, with the worth 
of a child reduced to as little as 27 British pence or 34 US cents — the cost for one 
perpetrator to commit sexual abuse against a child.

Of course, the greatest cost is the impact to millions of children whose lives are 
forever altered by the consequences that CSEA can exact on their health and 
prospects, limiting their life chances. We know this to be true, not just from multiple 
studies that have revealed the links to negative mental and physical health, negative 
education outcomes and reduced employment, but also from many inquiries into 
non-recent child sexual abuse, in which survivors have shared their accounts.

It is clear that more support mechanisms for survivors are required, including 
therapeutic programmes for recovery and to help them navigate the complexities 
of criminal justice systems, as well as global restitution as an essential step in their 
healing and rehabilitation.

Crucially, those in positions of power to influence how the world responds to CSEA 
must also realise that this problem is preventable, not inevitable. As with other 
pandemics, such as Covid-19 and HIV/AIDS, the world needs to come together to 
provide a comprehensive public health response.

We must be alive to, and anticipate, emerging threats like AI-generated CSAM, and 
have the legislation and regulations in place to protect children — using AI and other 
technologies not just to keep pace with, but to get ahead of, the issue. As we have 
shown, preventive steps like webpage blocking can be highly effective and give real 
grounds for optimism.

Implementing the recommendations in this report — with energy and commitment 
from governments, tech companies and everyone involved in protecting children — 
can also make a real difference in tackling this public health emergency to help ensure 
we do not fail a generation. And the time to act is now, because children can’t wait.
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